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ABSTRACT
Do tweets from users with similar Twitter characteristics have
similar sentiments? What meta-data features of tweets and users
correlate with tweet sentiment? In this paper, we address these
two questions by analyzing six popular benchmark datasets where
tweets are annotated with sentiment labels. We consider user-level
as well as tweet-level meta-data features, and identify patterns and
correlations of these feature with the log-odds for sentiment classes.
We further strengthen our analysis by replicating this set of experi-
ments on recent tweets from users present in our datasets; finding
that most of the patterns are consistent across our analysis. Finally,
we use our identified meta-data features as features for a sentiment
classification algorithm, which results in around 2% increase in
F1 score for sentiment classification, compared to text-only classi-
fiers, along with a significant drop in KL-divergence. These results
have potential to improve sentiment analysis applications on social
media data.
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1 INTRODUCTION
Sentiment prediction is a well-studied text classification problem
[10, 20] that has mostly been applied to reviews, e.g., of movies
[21, 23] and consumer products [20]. Sentiment analysis is also
frequently used to identify the valence of social media posts and
other types of text data [4, 6, 19]. Additionally, sentiment detected
from text data has been shown to be useful for being correlated
with or predicting individual as well as aggregated behavior, e.g.,
the political leaning of people [25] or stock market trends [3]. Many
of these applications involve quantifying the distribution of sen-
timent classes, a task that is commonly referred to as sentiment
quantification [5].

A major limitation of existing sentiment classification systems,
when applied in the social media domain, is their reliance on mainly
the text content of a post or tweet. However, platforms such as Twit-
ter provide access to rich meta-data along with the text of the post.
These meta-data include properties of social media posts and their
authors, which may provide useful context for studying the senti-
ment conveyed in a tweet, and can complement the text features for
the sentiment classification task. Earlier research has used tweet-
based meta-data, such as the existence or number of URLs, hashtags,
and mentions, as features for tweet sentiment classification [12, 13],
as well as user-level meta-data for creating sentiment-based user
networks [12]. However, there is a limited body of literature on
using or incorporating meta-data of tweets for improving sentiment
classification, and most of this prior work is based on non-public
and non-standard datasets [24, 26]. With this paper, we aim to
contribute to a more comprehensive understanding of the relation-
ship between these meta-data features and the sentiment of tweets
across multiple datasets. This work is enabled by the availability
of large-scale standardized sentiment-annotated Twitter corpora,
such as the Semantic Evaluation’s Twitter sentiment task corpus
[15, 16, 22], another recently available dataset of 1.6 million multi-
lingual tweets [14], and a few other public datasets, which allow us
to search for the existence of any meaningful relationships between
the meta-data of tweets and tweet sentiment.

In this paper, we identify how various meta-data are (on average)
related to the sentiment of tweets in existing sentiment annotated
benchmark corpora. Our analysis is limited in that we identify pat-
terns at an aggregate level across all datasets considered. However,
we further support our observations by including additional data
from users in our dataset, and observing the correlation between
meta-data and sentiment (as predicted by a baseline classifier). The
goal of this research is to understand the distribution of meta-data
characteristics across these datasets, and to identify if these meta-
data can reveal biases in sentiment annotation. Finally, we also
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detect how using these meta-data can help as features in a classifier
to improve sentiment classifiers as well as sentiment quantification.

Our contributions with this paper are 1) an analysis of the re-
lationship between sentiment (as per annotation) of tweets and
tweet meta-data, 2) a validation of observed relationships between
sentiment and meta-data by using additional tweets from users in
benchmark data annotated with sentiment using a baseline classi-
fier, 3) using the meta-data of tweets along with tweet text content
for predicting sentiment, 4) a system called Meta-data Enhanced
Sentiment Classification (MESC) for efficiently incorporating meta-
data-based sentiment information of a tweet into existing text-based
classifiers in a model-agnostic way, and 5) demonstrating the use
of standard sentiment classification datasets for non-text-based
sentiment analysis, thereby providing a baseline to compare other
work against. The code reproducing this work as well as additional
supplementary analysis is available at:
https://github.com/napsternxg/TwitterSentimentBenchmarks

2 BACKGROUND
Achieving high accuracy rates for sentiment classification is chal-
lenging, especially for social media data. This is evident from the
top accuracy rates of state of the art systems, which are often below
90% for movie reviews [8, 23], and even lower for Twitter data
[1, 15–18, 22]. One possible reason for this effect is the occasionally
implicit assumption that the sentiment of a post is fully conveyed
in the text; disregarding the text’s context. Furthermore, sentiment
classification models based on text do not necessarily perform well
when applied across domains [13] due to factors such as diverse
language use, concept evolution, and concept drift [11]. Recently,
there has been an interest in quantifying the distribution of senti-
ment in a given collection of tweets [5, 15]. This topic deals with
the focus of earlier studies on using aggregates of sentiment distri-
butions to model changes in peopleâĂŹs mood[3], election results
[25], reviews [2], and the stock market [3]. Our approach is method-
ologically closest to the research by Tan and colleagues [24], who
used the full network of user follower, friend, and user mention
along with the tweet text to infer the sentiment of tweets by using
a computationally expensive graphical model. Our approach differs
from that in several ways; for example, we only conduct analyses
at the aggregate level of user and tweet meta-data, and our method
can more easily be plugged into existing systems where text-based
sentiment classification is already implemented.

3 DATA
Most existing sentiment datasets categorize the data into three
classes, namely negative, neutral, and positive. We use the same set
of labels for our analysis, and only consider datasets annotated with
those labels. Additionally, we also consider a different set of binary
class labels to identify if tweets are opinionated (either positive or
negative) or non-opinionated (neutral). Furthermore, we selected
only datasets with tweet IDs for each tweet label. This is important
for collecting user and tweet-level meta-data using the Twitter API.
Finally, to infer any meaningful relationship between meta-data
and sentiment labels, we want to avoid any dataset specific idiosyn-
crasies in annotation and tweet distribution. We address this bias
mitigation need by using sentiment labeled datasets from various

time periods, on different topics, and labeled by using different an-
notation guidelines and interfaces (but still the same classes). Using
this approach, we hope to infer general relationships between tweet
meta-data and sentiment labels after pooling the selected eligible
datasets.

Based on our above-mentioned criteria, we identified six high
quality, publicly available datasets as eligible for our analysis. The
first dataset (referred to as SemEval) is from the recurring Twitter
sentiment classification task of SemEval [15, 18, 22], and includes all
training, development, and test data from 2013 throughout 2016. We
only consider the data for the tasks where the goal was to classify
tweet sentiment as either negative, neutral, or positive. The second
dataset is a large collection of multilingual tweets from European
countries from a study by Mozetič and colleagues [14]. We only
work with the English tweets from this dataset. This dataset is
available on the CLARIN data repository and therefore referred to
as Clarin. The next two datasets, namely, Airline and GOP, were
generated on the Crowdflower platform and hosted on Kaggle1.
These two datasets include crowd sourced sentiment annotations
for tweets about various Airlines as well as the first GOP debate
of 2016. The final two datasets come from Saif and colleagues [23],
and are about the Obama-McCain debate (referred as Obama) and
healthcare (referred as Healthcare).

Our analysis considers user-level and tweet-level meta-data.
Since the Twitter terms of service do not allow for tweet data
to be (re-)distributed, we collected the tweet JSON data using the
Twitter API, and then merged these data with the labels provided
in each dataset. For evaluating the effect of meta-data features on
tweet classification, we consider a training, development, and test
split of each dataset. For the SemEval dataset, we use the provided
training, development, and test splits, while for the other datasets,
we create training, development, and test splits using a 72%, 8%,
and 20% ratio of the datasets. The frequency of instances across
the various datasets, labels, and data splits is presented in Table
1. Furthermore, the aggregate distribution of instances across the
datasets and labels is presented in Figure 1a. This figure shows that
our datasetś sizes are distributed across three orders of magnitude:
large datasets with numbers of instances around 40K-60K, which
include SemEval and Clarin, followed by smaller datasets, which
are Airline and GOP, and finally, the smallest dataset of around 2K
instances, namely Obama and Healthcare.

A major strength of the set of datasets that we consider is its
temporal diversity, with tweet instances ranging from 2008 to 2016
(Figure 1). Both SemEval and Clarin were collected over lengthy
time-periods (SemEval during 2011-16, Clarin during 2013-15) [14,
18]. However, the English tweets in the Clarin dataset are limited
to 2014. The Healthcare dataset spans seven months between 2009-
2010. The Airline dataset entails 2 days (2015), and the GOP (2015)
and Obama (2008) datasets span 1 day each. All other datasets cover
a shorter duration. A possible limitation with existing research
on Twitter sentiment classification is the analysis of tweets from
a specific period, which may result in a failure to capture trends
across years as well as in overfitting on trends from a specific period.
Using multiple datasets in this study aims at mitigating this issue.

1https://www.kaggle.com/crowdflower/datasets
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Table 1: Distribution of the instances across datasets, labels, and data splits.

Dataset Train Development Test Total

Labels Negative Neutral Positive Negative Neutral Positive Negative Neutral Positive
Airline 5,515 1,843 1,467 613 205 163 1,532 512 408 12,258
Clarin 11,485 19,418 13,496 1,276 2,158 1,500 3,191 5,394 3,749 61,667
GOP 4,230 1,818 1,173 471 202 130 1,175 505 326 10,030
Healthcare 834 378 321 93 42 36 232 106 89 2,131
Obama 715 707 455 80 79 50 199 197 126 2,608
SemEval 4,313 13,031 11,405 479 1,448 1,268 1,198 3,620 3,169 39,931
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Figure 1: Frequency of sentiment labels across datasets and years. Opinionated tweet are either positive or negative.
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Figure 2: Frequency of user-level and tweet-level meta-data. Order (x) = log10(x)

For each tweet instance in our dataset, we extract a) user-level,
and b) tweet-level meta-data from each tweet’s JSON files. User
meta-data includes number of statuses, followers, and friends, user
account age (in days) based on account creation date and tweet
creation date, if the user account is verified, and if the user profile

has a URL. Tweet meta-data includes number of mentions, URLs,
and hashtags, if the tweet is a retweet, and if the tweet quotes
another tweet.

Since the distribution of the user-levelmeta-data is highly skewed
and the tail of this distribution extends to large values, we transform

Session 1: Computational Social Science HUMAN’18, July 9, 2018, Baltimore, MD, USA

4



the values by using a log transform with base 10, capturing their
order. This allows our analysis to be robust to changes in meta-
data values for user accounts over time as the log value changes
are gradual compared to raw count changes. A distribution of the
user and tweet meta-data is shown in Figure 2. Finally, a major
advantage of jointly considering multiple datasets is that they are
freer from selection and annotation biases than single sets with
respect to the properties we are studying. It is common practice
to perform the annotation task using only the text of the tweet
[16], hence any bias in annotation because of user-level meta-data
features being studied is less likely. We do acknowledge that the
actual original tweet collections might still feature multiple types
of sampling biases.

4 METHODS
In the following sections, we describe our methods for analyzing
the relationship of sentiment with user and tweet level meta-data.

4.1 Relationship between sentiment and user
meta-data

We define the following properties of a user and the respective
measurement of these properties from the user meta-data:

(1) Activity level is measured in terms of the number of sta-
tuses posted by the user.

(2) Social status of a user is defined as the amount of incoming
connections to the user on the platform, and measured as
the number of followers of the user.

(3) Social interest of a user is defined as the amount of outgo-
ing connections user make on the platform. The Twitter API
defines this measure as the number of friends of a user. We
measure it as the number of users that a user follows.

(4) Account age is measured as the number of days that the
account has existed until the user posted a given tweet.

(5) Profile authenticity is measured using Twitter specific in-
formation, such as presence of a URL in the user profile,
as well as the Twitter-provided verified user tag. This is a
categorical measure.

As mentioned earlier, each numeric measure was analyzed us-
ing its order instead of the raw count. The order is defined as
f (x) = log10(1 + x), where x denotes the quantity being measured.
We consider the order instead of the absolute value of the mea-
sure to prevent the effect of outliers on our analysis. We study the
relationship between the sentiment of a tweet and its user-level
meta-data using the log odds ratio (logOR) of the tweet belonging
to a given class. Specifically, the log odds ratio of the correct class
C = 1, for a meta-data value, X = x , relative to the meta-data value,
X = x0, is given as loдOR(x) = ln( P (C=1 |X=x )

P (C=0X̄=x ) /
P (C=1X̄=x0)
P (C=0 |X=x0) ). For

the empirical analysis, the numeric attributes are partitioned into
equal sized bins, and x0 refers to the central bin. To investigate the
interactive effect of correlated user meta-data features, we examine
the relationship between the ratio of the numeric user meta-data
features and the log odds ratio for a given class.

4.2 Relationship between sentiment and tweet
meta-data

The tweet-level meta-data capture certain content properties of
tweets. The placement of URLs, mentions, and hashtags can be
aimed at providing evidence, shout-outs, and topical information,
respectively. Furthermore, whether a tweet is a reply or quotes an
existing status can provide an additional signal for the sentiment
prediction. We study the relationship between the tweet-level meta-
data features and sentiment class in the same way for the user-
meta-data features.

4.3 Meta-data model
We use the user-level and tweet-level meta-data-based features to
model the log odds of a tweet belonging to a specific class. We con-
sider three settings: 1) only user-level meta-data features, 2) only
tweet-level meta-data features, and 3) a linear combination of user
and tweet-level meta-data features. We model the log odds of the
tweet belonging to a given sentiment class by conditioning on all
user/tweet/user+tweet level meta-data features. Numeric features
are log transformed as described above. This is done by parame-
terizing a logistic regression model per class label; using a linear
combination of the meta-data features. Based on the empirical rela-
tionship between the log odds and the meta-data features, certain
features (e.g. social status, social influence, and activity level) are
parametrized using an additional quadratic term. Models are fit on
the aggregate of all datasets. We refer to the model with user and
tweet meta-data features as the meta-data model.

4.4 MESC - Meta-data Enhanced Sentiment
Classification

In this section, we describe our MESC system. The goal of this sys-
tem is to seamlessly allow existing text-based classification systems
to utilize meta-data-based attributes for enhancing the classification
performance of existing text-based classifiers. We hypothesize that
the sentiment class probabilities from the meta-data-based models
can be used to enhance the prediction accuracy of text-based clas-
sifiers for social media texts. The MESC system runs through the
following steps:

(1) Get the score (can be log probabilities or SVM score) for each
sentiment class from the text-based model (text model).

(2) Get the score (can be log probabilities or SVM score) for each
sentiment class from the meta-data model (meta model).

(3) Train a multinomial logistic regression model (joint model)
using the class-based scores from the text model and the
meta model as the only features.

(4) The final sentiment of the tweet is the one predicted by the
joint model.

The framework described above considers the text model and
meta-data model as black-box models, and is independent of the
features used to train these models.

5 RESULTS
In this section, we describe the results obtained using our analysis
methods.
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5.1 Relationship between sentiment and user
meta-data

The relationship between the log odds ratio of a tweet belonging
to a given class based on various meta-data features is shown in
Figure 3.

First, we discuss the correlation between a tweet user’s activity
level (order of statuses) with the sentiment label. We observe posi-
tive linear trend in the log odds ratio of a tweet being neutral with
the activity level of its users. This might be partially explained by
the fact that many of the accounts with high numbers of statuses are
corporate or organizational accounts, e.g., @AmazonHelp, which
has posted 1.25M statuses. These accounts might be less likely to
engage in opinionated conversations. However, the relationship
for low activity levels is highly variable, suggesting higher sen-
timent diversity in low activity users. Additionally, we observed
that the overall relationship between activity and sentiment also
holds for each of the individual datasets. Furthermore, tweets from
users with mean activity level are more likely to be opinionated.
Amongst the activity levels of opinionated users, we observe a
quadratic relationship between the tweet being labeled as positive
and the user having more than 10 tweets (order 1). This suggests
that these median activity level users are more likely to tweet with
positive sentiment, compared to others. However, no such trend
is seen for the negative class, where the downward trend plateaus
after the median activity level.

Second, we consider the effect of the user’s social status (the order
of the number of followers of the user) on predicting the sentiment
of the tweet. Figure 3a shows a strong quadratic trend across all
classes for this feature. Tweets from high follower accounts are
more likely to be more neutral than opinionated.

Third, we examine the relationship between tweet sentiment and
the users social interest (as quantified by the order of the number
of followers of the user). Figure 3a shows a strong quadratic rela-
tionship between both variables for the positive class. Furthermore,
as the order of number of friends increases, the tweets from those
users are less likely to be neutral, and more likely to be negative
after crossing the median value. This might reflect that users with
extreme social interest (as defined in this paper, i.e., either very low
or very high order of number of users they follow) are less likely to
post positive tweets, while the average social interest users might
be more likely to express positive sentiments.

Fourth, the account age significantly correlates with the senti-
ment classes: older accounts tend to post less positive or neutral
tweets, and are more likely to post negative tweets. This might
reflect veteran users who criticize issues or actively take part in
social media conversations rather than just sharing neutral tweets.

Fifth, we study the user meta-data features that reflect profile au-
thenticity (results shown in Figure 3b). We found that the presence
of a URL in the user’s profile is correlated with user postings being
more neutral or positive, while the lack of a URL reflects a higher
likelihood of negative tweets. Similarly, verified users are more
likely to post neutral tweets compared to non-verified users. Both
findings suggest that user authenticity is related to opinionated
tweeting behavior. This trend might suggest that non-authentic
users are more likely to share negatively perceived posts, while
authentic profiles share more positive and neutral posts.

Finally, to test for the correlation of features, we further ex-
amined the Pearson correlation between the numeric features. We
observe a positive correlation betweenmeasures of social status and
social interest. We also observe a low positive correlation between
social activity and social status. Based on this insight, we further
examine the relationship between the sentiment class with the ratio
of the numeric user-level meta-data features. These quantities are
provided in Figure 4.

We found a strong relationship between the order of ratio of
statuses and friends across all sentiment classes. Specifically, the
log odds of neutral sentiment increases as the order of the ratio
increases, while it decreases for negative sentiment. This reflects
that for low order ratio neutral tweets are less likely compared to
high order ratio. This may suggest that users with a high number
of statuses compared to their number of friends are mostly sharing
neutral (non-opinionated) content (like the @AmazonHelp account
mentioned before).

5.2 Relationship between sentiment and tweet
meta-data

Wenow turn to the relationship between tweet sentiment and tweet-
level meta-data (Figure 3b). A distinct pattern can be seen between
the number of URLs and the sentiment class: as the number of URLs
increases, the probability of the tweet being neutral also increases.
This might be partially accounted for by the fact that news agencies
or blogging services share the URL of their content via Twitter.
This results in most of these tweets being of neutral sentiment.
Furthermore, the presence of a URL in non-neutral tweets is more
likely to reflect a positive tweet. We also observe a decline in the
probability of a negative tweet with an increase in the number of
user mentions in a tweet. However, Figure 6b shows that tweets
that are replies or direct quotes are more likely to be negative than
neutral or positive.

5.3 Analysis with additional user tweets
The analyses up here have focused on sentiment-annotated data
where the original annotators used the text of a given tweet to pro-
vide a sentiment label. One valid criticism of studying correlations
between user meta-data and sentiment is that a tweet may exhibit
multiple sentiments. However, in this study, we are only interested
in the most common patterns of relationships between sentiments
of tweets and its meta-data. Furthermore, we are not interested
in causal analyses, but in the correlation between sentiment and
meta-data features. More specifically, our current analysis is only
reflective of the expected and most likely correlation of a user or
tweet and the meta-data.

We conduct an additional set of experiments, this time based on
data from all 110,388 users in our dataset and collect their most
recent 200 tweets (for 98% of the users we were able to collect more
than 190 tweets). The choice of the number of recent tweets was
made to reduce the computational complexity of processing the data.
We collected around 20 million tweets from the users in our dataset.
Since this data was not annotated with sentiment, we decided to
annotate it with a highly accurate lexicon and rule-based sentiment
analysis system tailored for Twitter data (Vader Sentiment) [7].
Once the sentiment labels were assigned, we conducted the same
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Figure 3: Meta-data features vs. sentiment classes. Y-axis in top plots and X-axis in bottom plots, is log-odds ratio, with respect
to point at dashed lines.
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Figure 4: Ratio of user meta-data features vs. sentiment

analyses as before for the various meta-data feature categories. Our
results are presented in Figure 5.

Among categorical attributes, the observed trends are consistent
with our findings (Figure 3) for user-level attributes except for
the correlation between positive sentiment and the user profile
having a URL (see Figure 5a). For the latter case, the results show
a reversal in the correlation, but this can be attributed to the low
correlation in our original analysis. For tweet quotes, we see quite
a different trend for the positive and negative label, which is likely
to be caused by the classifier inaccuracy. Similar patterns persist
for the numerical attributes: we observe similar but more noisy
(compared to the human annotated data) patterns for all numerical
user meta-data (Figure 5b). Note that these plots differ in the log
odds ratio values from previous plots because of the selection of
different baseline values. Another important point is the general
trend for each of the curves, which are similar to those observed
in the analysis based on the annotated data. Finally, we found that
the patterns of ratio of user-level meta-data from our original data
analysis are persistent in this version of the data. Figure 5c shows
that the trends are similar to those observed in the original data,

with the exception of neutral sentiment for the statuses/followers
plot.

5.4 Meta-data model
First, we consider the aggregated effect of using all user-level meta-
data features in modeling the probability of a given sentiment of
a tweet. Table 2 shows the model parameters for each sentiment
class. The model parameters confirm the observation of high user
activity levels being correlated with higher odds of neutral senti-
ment and low odds of negative or neutral sentiment (Figure 3a).
Similarly, average activity levels are associated with a higher prob-
ability of positive as well as negative sentiments. Similarly, the
relationships for social interest are also consistent with the earlier
observation that greater social interest is related to more negative
tweet sentiment. Additionally, we observe that the coefficients of
social status are very small and not particularly significant for all
sentiment classes. Furthermore, the strong relationship between
profile authenticity and sentiment class holds true across all three
sentiment classes. This confirms the earlier observation that profile
authenticity might be correlated with tweet sentiment.

Second, we model all tweet-level meta-data measures (like the
process used for the user meta-data) to study their cumulative effect
on the odds of each sentiment class. Table 2 shows the model coeffi-
cients for each sentiment class. This model confirms our empirical
observations: high numbers of URLs increase the probability of
a neutral sentiment, while decreasing the probability of negative
and positive sentiment. This effect is larger for negative sentiment.
However, the trend is reversed for the number of user mentions. The
tweet-level meta-data model associates large number of mentions
with slightly higher odds of negative sentiment compared to posi-
tive and neutral sentiment. Furthermore, we observe a new pattern
in the number of hashtags and the sentiment classes, indicating that
higher numbers of hashtags are related to more negative sentiment.
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Figure 5: Meta-data features vs. sentiment classes using recent 200 tweets for each user in the data. Sentiment predicted using
VADER Sentiment [7]. X-axis in 5a, and Y-axis in 5b and 5c are log-odds ratio, with respect to point at the dashed lines.

Next, we consider the joint effect of the user and tweet-level meta-
data on modelling the probability of the sentiment classes. Table 2
shows the coefficients of the joint model per class. We observe that
the effects of the profile authenticity remain quite close to its value
in the user meta-data models. We make the same observation for
the activity levels, social interest effects, and the tweet meta-data
measures. Overall, we observe that after controlling for all other
factors, social status is less correlated with any of the sentiment
classes.

5.5 Evaluation of the MESC system
In this section, we evaluate our MESC (Meta-data Enhanced Sen-
timent Classification) system using a simple text-based as well
as our meta-data-based sentiment classifier. For the text model,
we consider a unigram bag-of-words (BOW) model, where each
word was lower-cased. We removed all user mentions, hashtags,
and URLs from the tweet text. Finally, we use the TF-IDF (term-
frequency * inverse-document frequency) weight for each unigram
as the feature of each tweet. The text model is trained using a
multinomial logistic regression, which is suitable for modelling
the predicted probabilities for each sentiment class. For the meta
model, we trained a multinomial logistic regression classifier using
the user+tweet meta model features described above. Finally, the
joint model uses a linear combination of the class scores (log prob-
abilities) from the text and the meta model, as well as the pairwise
products between the scores from the text and the meta model.
Evaluation of sentiment classification was done using the overall
accuracy, macro-averaged value for precision, recall, and F1 score.
Table 3 shows that the joint model results in significant gains over
the text-based model on all the datasets. The gain is especially ev-
ident for the Healthcare, GOP, and SemEval datasets, where the
F1 score of the joint model on the test data increases by 8.5%, 4.2%
and 1.9%, respectively. The lack of significant improvement on the
Clarin dataset is probably because the simple text-based model is al-
ready performing at the level of inter annotator agreement between
the tweets as reported in [14]. Finally, we studied the effect of using
the joint model for quantifying the distribution of tweets. For this
analysis, we only considered the test dataset, and compared the
true class distribution to the predicted distribution of classes from
the various models using Kullback-Leibler (KL) divergence [9] (a
standard measure for measuring the distance between probability

distributions) as used in prior research [5]. Table 3 shows that the
distributions produced by the joint model is closer to the true dis-
tribution compared to the text-based model. The overall evaluation
of the models on the test data is presented in Table 3. We observe
that the recall and F1 scores of the joint model are consistently
higher than for the text model (by 0.5-4%), however, there is a slight
dip in precision and accuracy. The lower precision and accuracy,
whereas higher recall and F1, for the text joint models compared to
text-based models reflects the ability of the joint models to correctly
predict a larger proportion of labels at the cost of increasing the
mistakes on these predictions.

6 DISCUSSION AND CONCLUSION
We have presented an analysis of the relationship between various
meta-data features and the sentiment of tweets. Our findings sug-
gest that certain user characteristics, such as their activity levels,
profile authenticity, and the amount of profiles the users follow,
can be highly correlated with the sentiment labels of tweets. Our
proposed approach for integrating sentiment information corre-
lated with meta-data into existing text-based classifiers results in a
consistent increase in evaluation performance for sentiment classi-
fication and quantification tasks. We believe that this approach of
using the meta-data-based sentiment correlation information of the
tweets can serve as a prior for machine learning, which helps to
improve the classification performance of text-based systems. This
may be especially useful in cases where the tweet text has a high
out of vocabulary (OOV) token rate. One major limitation of our
approach is the usage of linear and pairwise combinations of pre-
diction scores from the base model as well as the meta-data-based
model. Although this approach results in a simple combination of
models, more sophisticated approaches using deep neural networks
can also be used for improving the prediction accuracy for the joint
models. Furthermore, in our current experiments we used a stan-
dard unigram-based sentiment prediction model as a text model.
It can be improved by using more sophisticated text classification
algorithms based on current state of the art practices, thereby al-
lowing us to further investigate the benefits of using meta-data
models.

Another limitation of our analysis is the availability of labeled
corpora that are annotated based on the text of the tweet. A more
rigorous evaluation of our method could be done by annotating
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Table 2: Feature weights for models of tweet sentiment based on user and tweet metadata. (*) marked coefficients are statisti-
cally NOT significant (p > 0.005)

Model types User Tweet User + Tweet

Labels Negative Neutral Positive Negative Neutral Positive Negative Neutral Positive
Intercept -0.79 0.02 * -1.78 -0.85 -0.56 -0.69 -0.55 -0.36 -1.54
Activity level -0.75 0.31 0.47 - - - -0.72 0.28 0.47
Activity level ^2 0.08 -0.01 * -0.08 - - - 0.08 -0.01 * -0.08
Social status -0.11 * -0.09 * 0.17 - - - -0.13 -0.04 * 0.13
Social status^2 0.00 * 0.01 * -0.01 * - - - 0.01 * 0.00 * -0.00 *
Social interest 0.51 -0.6 0.34 - - - 0.27 -0.36 0.26
Social interest^2 -0.05 0.08 -0.07 - - - -0.02 * 0.04 -0.05
Account age 0.34 -0.17 -0.13 - - - 0.37 -0.2 -0.13
User has URL -0.32 0.22 0.07 - - - -0.22 0.1 0.1
User verified -0.11 * 0.26 -0.21 - - - -0.15 0.29 -0.21
# Mentions - - - 0.3 -0.07 * -0.22 0.13 0.08 * -0.23
# Hashtags - - - 0.73 -0.22 -0.47 0.78 -0.24 -0.5
# URLs - - - -4.09 3.35 -0.73 -3.94 3.19 -0.67
Is reply - - - 0.05 * 0.05 -0.1 0.03 * 0.06 -0.09
Is quote - - - 1.17 -0.75 -0.05 * 1.1 -0.68 -0.05 *

Table 3: Evaluation scores of variousmodels on the test split
across all datasets. (Acc.=accuracy, P=precision, R=recall,
F1=F1 score, KLD=KL divergence). Acc., P, R, F1 are mea-
sured as percentages and higher scoremeans better. ForKLD
lower means better.

Dataset Model Acc. P R F1 KLD

Airline
meta 63.9 61.1 36.8 32.8 0.663
text 80.0 78.3 69.0 72.4 0.026
joint 80.3 76.6 72.0 74.0 0.005

Clarin
meta 45.7 42.1 40.9 37.8 0.238
text 64.1 64.5 62.2 62.9 0.012
joint 64.1 64.0 63.0 63.4 0.000

GOP
meta 59.9 54.3 37.5 33.6 0.776
text 66.4 63.7 51.4 53.6 0.111
joint 65.6 59.9 56.5 57.8 0.006

Healthcare
meta 56.7 36.8 39.4 35.1 0.717
text 64.2 71.3 49.5 51.0 0.233
joint 65.6 61.6 58.3 59.5 0.007

Obama
meta 39.3 37.0 35.1 32.0 0.282
text 61.5 64.8 59.7 60.9 0.030
joint 62.3 63.2 61.6 62.2 0.002

SemEval
meta 47.0 31.0 36.2 33.0 0.845
text 65.5 64.1 58.0 59.5 0.032
joint 65.6 62.7 60.5 61.4 0.001

tweets based on both their meta-data and text content. This can help
to better understand if the human annotators change their mind
about the best fitting sentiment label when they also consider the
meta-data of tweets. The methods we have described for studying
correlation can also be applied to other social media corpora, such
as Reddit or Wikipedia comments. We believe that our results can
encourage the exploration of additional meta-data-based features

for complementing text-based sentiment analysis research of social
media data, and the creation of standard datasets that capture these
effects in detail. Finally, our results matter for the advancement of
social media analytics: knowing expected tweet sentiments based
on user-level meta-data enables a) the detection of outlier tweets,
which may signal special relevance of individual data points, and b)
the calibration of individual users within samples of multiple users.
The second point can help to address a major issue with sampling
biases for social media data, i.e., the normalization of individual
users who have unexpectedly high or low sentiments in comparison
to their user-level features. In classic survey research, identifying
individual tendencies for responding in an overly positive or neg-
ative way is of high relevance, and such work can inform social
media research. This paper offers a remedy for starting to fix this
need. Finally, we provide code that can be used for reproducing the
results along with supplementary analysis.
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